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Abstract
This article portrays a comparative and doctrinal analysis that aims to combine theoretical and applicable knowledge over a deeply rooted, yet still unfamiliar cybercrime: synthetic identity theft. The jurisdictional dimensions explore the European Union (EU), United Kingdom (UK) and United States (US) in terms of expertise, legal initiatives, regulations and practical cases. As a prerequisite, the study has addressed the connection with identity theft and identity fraud as the Criminal Law “labels” it generally belongs to. Moreover, the most thought-provoking part represents analysing the nexus between synthetic identity theft and personal data protection, focused on security incidents. On this latter point, personal data breaches are proven as frequently being both a cause and an effect for synthetic identity theft. Subsequently, this turns out to have significant impact on individuals and organisations alike, predominantly in the financial sector, although harm may take several shapes.
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1. Introduction

In modern times, digitalisation has become the foundation of our daily activities, impacting on all sectors – health, communications, education, economy, justice etc. However, life has taught us there is always “the flip side” of the coin. So, what is the less advantageous part of this evolutionary road? It could be our exacerbated dependence on technology, the psychological side-effects, or perhaps the privacy risks we expose to, although inadvertently. With respect to the latter, by far, one of the most impactful ones refers to cybercrimes, concomitantly and proportionally escalating as new technologies emerge. For example, the COVID-19 pandemic has resulted in a notable increase in online transactions and processing of health data, which is considered a special category of personal data, according to the European Union and the United Kingdom’s General Data Protection Regulation [1, Art. 9], [2, Art. 9]. This means cyberattackers have now reconsidered the focus of their activities – there may have even been cases where such data became more valuable than financial data. Thus, different social and technological changes have shaped the cyberspace and subsequently, the interests of the online-focused perpetrators. To confirm this, the Police Executive Research Forum has previously accentuated this advancement stating “as technology becomes more sophisticated, so have computer crime schemes” [3].

Furthermore, by overlapping the increase in financial fraud and impersonation, we can visualise synthetic identity theft. It is not a notion that emerged because of the pandemic, but has definitely flourished throughout this period. As interesting, yet challenging this cybercrime may be, this article
will explore synthetic identity theft in the following dimensions: theoretical and practical aspects, regulatory standpoint and privacy impact.

2. Conceptualisation

2.1. Theoretical aspects

ENISA [4] highlighted in the last report on cyber threats that identity theft has been increasing in frequency, mostly because of the convenience and accessibility brought by dark web and related forums to perpetrators interested in personal data. Bracker et al. [5] confirmed this increase, especially in the context of fraudulent activity during the COVID-19 pandemic. Moreover, identity fraud, concept used alternatively with identity theft and the act of impersonation, is one of the cybercrimes with significant impact on personal data: not only that it results in unlawful advantages, but it also leads to data breaches [6], which are detailed in Section 4.

At the same time, the context in which identity theft is identified, be it physical or digital, follows identical rules and steps, and thus, Bandler and Merzon [7] concluded that identity theft is usually “the gateway to cyber schemes”. To continue, synthetic identity theft was considered this year “the fastest-growing type of identity theft” [8]. To confirm, ENISA’s report from 2022 [4] listed the most frequent forms of identity theft as being credit card fraud and synthetic identity theft. At the same time, other studies have indicated a tight connection between these last two – synthetic identity fraud may additionally be used “to apply for credit cards or loans, as well as to bolster and improve additional fake customers’ creditworthiness” [9]. Although that is the most usual hypothesis, the list of motives is open. For example, the founder of a US company providing security and privacy support to healthcare organisations emphasised the importance of medical data in this context and how the healthcare system can become a target of these cybercrimes too, in addition to the banking one [10].

Nowadays, the Federal Reserve has officially defined this phenomenon as “the use of a combination of personally identifiable information (PII) to fabricate a person or entity in order to commit a dishonest act for personal or financial gain”. On these grounds, synthetic identity theft has crossed the borders of financial crimes and extended the scope towards a plethora of crimes [11]. Nonetheless, synthetic identities do not rely upon such consistent trails as real identities, and will most likely fail substantial verifications, leading to a resourceful approach that can be used for determining the authenticity of a person to the highest degree – “by evaluating the depth and consistency of information available about applicants in third party data systems” [12].

A study from the early 2000s transpired this phenomenon in a simple definition. The first important mention is that the author includes synthetic identity theft as part of account fraud, taking two possible routes: purely fabricated information or pairing real social security numbers with fictitious names [13, p. 101]. Thus, this would result in unusual conclusion – identity theft can occur without stealing anyone’s identity, in this case?! In reality, this may be the explanation as for why some studies refer solely to the second form mentioned above. However, it is clear that this differentiates synthetic identity theft from impersonation.

All in all, regardless of the specific definition, synthetic identity theft lies on an elaborated strategic foundation, due to the necessity to “slowly and methodically create an artificial, or synthetic person”, context in which it becomes worrying that only a few people apprehend this threat [14]. This inherent complexity has led the Federal Reserve Systems of the United States to reach the drastic conclusion that “no single organization can stop synthetic identity fraud on its own” [15]. Furthermore, this conclusion was also stated in [12], accentuating “there has been no efficient way of uncovering synthetic ID fraud”, yet such applications are generally not accepted due to the impossibility to match the name with the records of financial institutions.
2.2. Practical impact

Nonetheless, the practicalities of cybercrimes that are identity-related become of interest to modern researchers because the perpetrators have, nowadays, the convenience and assistance of dark web for obtaining digital goods [6]. However, it is interesting to notice that some authors concluded that a significant part of the unlawfully collected personal data shared on dark web “is never used for anything at all” [16, p.54].

On the other hand, in terms of side effects and potential harm, the United Nations Office on Drugs and Crime has pointed out in 2011 that the simple fact that an existing person is not in reality affected by synthetic identity theft should not be understood as being a harmless incident, referencing several studies that confirm that more than half of identity theft offences rely upon synthetic identities [17]. To continue, the negative effects are mostly quantified as delaying their detection and investigation, along with creating difficulties for the victims throughout the process. To support this perspective, the potential judicial side effects are recognised by older studies as well, referring to the debt collectors that may simply track the social security number back to the real person owning it, causing “reputational harm and emotional distress, in addition to wasting the victim’s time and resources” [13, p.103]. A more recent study has highlighted that such identity theft should not be concerning as the only side effect to be identified is that it “drains wealth from the broader economy” [16, pp. 30-31].

One of the major cases involving synthetic identities happened in the US, when over $3 million was fraudulently obtained by two men. They commenced this scheme in 2017 and in 2020, they additionally took advantage of the Paycheck Protection Programme, as per the Coronavirus Aid, Relief, and Economic Security Act [18], aimed to support small businesses throughout the COVID-19 period. By using the stolen identities and creating synthetic ones, financial support was initially sent to the latter and subsequently, to the perpetrators’ accounts [19]. This case echoes the 2022 report of the Pandemic Response Accountability Committee, explaining how the United States decided to include more security measures for identification purposes, such as a Personal Protection Identification Number (IP PIN), in addition to SSNs, enforcing “dual factor identity validation” [20, p.11]. However, way earlier than that, in 2006, a similar case proved the emergence of synthetic identity theft in the United States, after two men paired Social Security Numbers from credit reports with fictious identities and charged $760,000 to the synthetic “persons” created [21].

Thus, the Federal Reserve has prepared the Synthetic Identity Fraud Mitigation Toolkit early last year [22], with the aim to educate people and raise awareness in order to counter the maturing of this cybercrime, pinpointing even less discussed scenarios, such as using social security numbers of children, impeding later employment or loans [23].

3. Legal initiatives

From a legal perspective, the only binding international instrument on cybercrimes is the Budapest Convention on Cybercrime [24]. However, given the open clauses of the convention, it can be considered to have limited powers, planning to create a framework for the Signatories to follow in order to create harmonised and deeply rooted legal provisions. Among the categories of cybercrimes that are addressed therein, Article 8 is of interest for this study, urging the states to adopt legislation against computer-related fraud committed for obtaining economic benefits.

To continue, EU Member States have incriminated identity theft, but with no explicit reference to the synthetic form. As an example, “identity-related crime concerns in France mainly focus on document and financial fraud”, leading to the initiative to introduce “an eID card with biometrics identifiers and based on centralised databases” [25, p.18]. However, this initiative was equally confirmed at EU level and the Member States were finally in the position to be bound by a Regulation urging them to shift to secure electronic ID cards by latest 2031, as a countermeasure to identity fraud,
along with ensuring national laws sanction such schemes [26, Recital 8, Art. 5]. Comparatively, Estonian citizens were using eIDs since 2002, based on a chip and two PIN numbers – serving as authentication and digital signature. Among others, the ID would allow the person to vote and purchase transport tickets too. By doing so, it was regarded as “resilient to cloning” and it meant identity theft could occur only if the card was stolen together with the PIN codes [25, p.23].

On the other hand, in the United Kingdom, the Fraud Act 2006 and Digital Fraud Committee highlighted in their last report the importance of identity theft in the ecosystem of fraud, especially given the criminal activity of enterprises on dark web that sometimes create synthetic identities, “yet it remains out of scope of criminal offences” [27, para. 458]. As a response, the Government considered existing legislation already covers this type of fraud by applying the Fraud Act 2006 [28] and the Computer Misuse Act 1990 [29]. On top of that, it should be added that the Identity Documents Act 2010 incriminates the possession of false identity documents under certain conditions [30, s. 4-6], where “false” is defined as encompassing inaccurate or omitted information “in a tendency to mislead” [30, s.9(4)a)]. In my opinion, synthetic identity theft can be covered by this definition, if we accept that the false information added to the authentic personal information lead to an “inaccurate” identity. However, the Committee emphasised the necessity to regulate identity theft as “a specific criminal offence” and alternatively, “a serious aggravating factor in cases of fraud” [29, para. 459]. Perhaps, this is the reason why some authors considered “the UK scheme of identity crime statutes is not well thought out”, representing a “hodgepodge of different statutes” [31].

Nevertheless, the United Kingdom Government has adopted a process for organisations to follow when checking individuals’ identities [32]. As a result, this guidance explains the impact of disregarding synthetic identities and identity fraud and labels the confidence levels upon such verifications as low, medium, high and very high. Of interest to this article is the first category, where synthetic identities are included.

Comparatively, in the US, incriminating identity theft took a more straightforward route, by having it listed in the United States Code (U.S.C.), in Title 18 - Crimes and Criminal Procedure, section 1028, called “Fraud and related activity in connection with identification documents, authentication features, and information” [33]. However, the Identity Theft and Assumption Deterrence Act of 1998 was the first legal instrument to officially describe and prohibit identity theft as a federal crime, substantiating criminal laws [34]. It is essential to note that this prohibition extends to the “intent to commit, aid or abet” such unlawful acts constituting violations of federal law or felonies under statal or local law. With respect to aiders and abettors, the U.S.C. has addressed the social impact of “intermediaries” that assist the author, known as accomplices [35]. By doing so, the authorities prove to create a comprehensive legal framework, aimed at establishing high standards for countering identity-related criminal activity.

On the other hand, section 1030 of the U.S.C. could be equally applicable, as it covers computer-focused fraud and hacking [36], mirroring the Computer Misuse Act 1990 from the United Kingdom [30]. The nexus is represented, chiefly, by referring in a couple of the prohibited acts to the condition to “affect the interstate of foreign commerce” [36, s. (a) (6) (A), s. (a) (7)].

Moreover, when it comes to protecting personal data in the context of financial or credit fraud, it has been concluded other federal laws can be applicable as well [37]: The Gramm-Leach-Bliley Act [38], The Fair Credit Reporting Act [39], The Credit Repair Organizations Act [40], the Federal Trade Commission Act [41], The Consumer Financial Protection Act of 2010 [42]. Thus, practical cases can be subject to multiple regulations at the same time. On these grounds, synthetic identity theft does not benefit from an individual and explicit incrimination, but could be covered by existing laws. However, some authors [43] believe risks are still present due to the restrictive privacy laws that limit financial institutions “to share information about synthetic identities” and subsequently, allow the perpetrators to simply change the institution and repeat the fraudulent scheme. Thus, current
“laws and agencies that are designed to help consumers also make it easier for the perpetrators to navigate and manipulate the financial system”.

4. Interconnectivity and impact on personal data protection

The intrinsic relationship between synthetic identity theft and personal data relates to its unlawful use in order to “gain a financial advantage and other benefits” [6, p. 2]. To add to that, it was highlighted that the link between identity theft and personal data breaches is almost inextricable because PII is “a prerequisite to perpetrate the crime” and subsequently, “data breaches appear to be the primary source” for obtaining it [44]. However, data breaches can also be an effect of identity theft or fraud, especially when it comes to financial or health data, as per the last European Data Protection Board’s guidance on data breaches’ notification [45].

To analyse this in more detail, given the “personal data breach” definition from the EU and UK General Data Protection Regulation [1, Art. 4], [2, Art. 4], almost all of the possible forms are checked by synthetic identity theft: access, disclosure, transmission, storage, and the essential one, alteration. Furthermore, it has been previously identified that the mechanism sitting behind synthetic identity theft can be summed up to matching valid (stolen) social security numbers with fictitious personal data “derived from one or more individuals such as name, address, date of birth, or any other information necessary to apply for any line of credit” [46]. To continue, right after the GDPR enforcement, a study has reached the conclusion that EU data protection rules have strengthened at an opportune moment for combatting the increasing number of cyber threats that lead to data breaches [47].

The nexus between synthetic identity theft and data breaches was highlighted by the European Data Protection Board as well, classifying the former as social engineering attacks. In its response to the public consultations regarding data breach notifications, the Board has confirmed the financial interests of the criminal committing synthetic identity theft, defining its purpose as “to open fraudulent accounts and make fraudulent purchases” [48]. However, regardless of the specific scope, a quick analysis of Recital 75 of the GDPR [1][2] sheds light on the relevance of identity theft on this subtopic – a processing activity that is probable to lead to identity theft means “a risk to the rights and freedoms of natural persons”. On these grounds, to exemplify, such a risk will be taken into account for audits to the organisation, for evaluating the maturity of the privacy program and even for assessing the impact of data breaches.

At the same time, as explained in [16], synthetic identity theft commences with a data breach that allows personally identifiable information (PII) to be consequently unlawfully collected and shared in dark web markets. However, this PII is rather used for synthetic identity theft, instead of more direct identity-focused offenses such as payment card fraud. This was referred to as “non-ransomware data breaches”, especially as the person whose information was paired with fictitious details does not generally experience any financial harm. Thus, the alarmingly dangerous aspect points to the substantial difficulty to track fraudulent uses of leaked PII after data breaches, in the context where “PII relating to nearly every American consumer is already available on the dark web from multiple breaches”. In my opinion, assembling the above opinions creates, in the ecosystem of synthetic identity theft, a cyber vortex where data breaches represent both the cause and effect.

On the same note, another study has emphasized that PII collected upon data breaches is generally not used in order to cause economic harm to the data subject, as “the market for consumer PII is saturated”. In this context, committing synthetic identity fraud turns was not harming specific individuals, but for true identity theft or perhaps, state surveillance [16, p. 51].

As a response, regulators have established legal obligations on entities facing data breaches. The UK [2] and EU GDPR [1] are clear on that aspect, comprehensively explaining the cases when the Supervisory Authority and the data subjects must be notified at Art. 33 and 34. However, the US is more challenging. There is no such law at federal level, but states have began addressing this since
2003, commencing with California. As a confirmation of their importance, a study from 2020 has identified “the potential criminal harm of identity theft as their main rationale for the duty to notify” [44].

5. Conclusions

All in all, synthetic identity theft is part of a larger sphere from the field of cybercrimes and it becomes a growing problem for more sectors nowadays, both private and public. It is even more concerning that the impact results in harm for both natural persons and businesses, yet action and legal measures are not effectively in place at this point. There is plenty of space for evolution and in my opinion, prevention and protection need an adequate legal background for efficient enforcement.

It is clear that fraudulent schemes, especially in the digital realms, will not cease to occur and on the contrary, they will find new methods for staying “out of sight” as long as possible, taking advantage of any legal lacunae. Therefore, I believe more attention should be given to synthetic identity theft due to its peculiarities and in particular, its apparently harmless disguise. I would also find it useful and interesting to be able to identify more studies (including empirical research) on this progressive topic.
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